Omitted variable bias in interacted models: A cautionary tale

Benjamin Feigenberg, Ben Ost, and Javaeria A. Qureshi

We highlight that analyses using interaction terms to study treatment effect heterogeneity are susceptible to a form of omitted variable bias that is often overlooked in economics. Unlike most instances of omitted variable bias, the omitted variables in this case are available to the researcher but were not included in the model. We demonstrate that this exclusion matters based on a replication of 205 estimates across 17 papers published in the American Economic Review over a five-year period. For approximately 60% of the papers in our sample, failing to account for the omitted variables changes the majority of estimates by more than 100%.
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I. Introduction

Though economists vigilantly worry about omitted variable bias (OVB), we highlight that a subtle type of omitted variable bias in interacted models is systematically overlooked. We suspect that the issue has gone unnoticed because it is tempting to infer that if a treatment variable, T, is exogenous conditional on a vector of controls, X, then the interaction between treatment and a covariate, H, is exogenous conditional on X and H.\(^1\) This erroneous logic may lead to situations where researchers carefully consider omitted variables with respect to T but fail to consider omitted variables with respect to T*H.

Our study offers two contributions. First, we highlight and provide intuition for why the typical approach to employing interaction terms can lead to omitted variable bias in settings where treatment is only conditionally exogenous. Second, we perform a systematic literature review and replication exercise based on articles published in the *American Economic Review*. The literature review demonstrates that it is common to use interaction terms in contexts where treatment is only conditionally exogenous and that researchers rarely account for the potential for omitted variable bias when estimating treatment effect heterogeneity in this setting. The replication exercise shows that controlling for the omitted variables often overturns research conclusions.

To clarify the source of the bias we study, consider a context where treatment T is exogenous, but only conditional on vector X. To examine how the effect of T varies with a dimension of heterogeneity H, researchers often estimate a model that includes main effects for T and H along with their interaction and control for X. In this setting, the interaction X*H can be

\(^1\) Specifically, given \(Y = \beta T + \gamma X + \varepsilon\) and under the assumption that \(\text{Cov}(\epsilon,T|X)=0\), researchers may mistakenly conclude that the interaction between T and a covariate, H, is exogenous conditional on X, T and H, i.e. \(\text{Cov}(\bar{\epsilon},T^*H|X, H, T)=0\) where \(Y = \beta \bar{T} + \delta H + \lambda TH + \gamma X + \bar{\epsilon}\).
correlated with both the outcome and T*H, so failure to include it in the model can lead to omitted variable bias. Fortunately, the solution is straightforward: controlling for X*H in the regression eliminates this potential source of bias.

For binary H, including X*H makes the interacted approach equivalent to estimating the effect of T across models run separately for H=0 versus H=1. As such, an alternative framing of the issue we highlight is that estimating heterogeneity based on typical interacted models can yield different conclusions from running separate models for H=0 versus H=1. We propose this as a litmus test for interacted models: to claim that the effect of T is different for H=1 versus H=0, it is important to show that the estimated effect of T is different when estimated for the H=1 sample and the H=0 sample.

To help build intuition, consider a study that examines the effect of having a female teacher (T) on student outcomes in a context where students are randomly assigned to teachers within schools. Suppose schools with more female teachers happen to also have better performing students overall and smaller gender gaps in outcomes (perhaps because these schools place greater emphasis on gender equity). When studying the effect of having a female teacher, it is important to account for the differences in average performance across schools through the inclusion of school fixed effects (X). Importantly, cross-school differences in gender gaps in outcomes do not bias estimates of the average effect of being assigned to a female teacher. Suppose instead that the question of interest is how female teachers affect girls’ outcomes differently than boys’ outcomes. In this case, the school fixed effects only account for the average difference across schools and do nothing to account for differential gender gaps across schools, which threaten estimate validity. To address this potential source of bias, one would
need to include student gender-by-school fixed effects (i.e., X*H interactions, where H represents student gender).

In a mechanical sense, any regression model that uses interactions to study heterogeneity could have omitted variables of the type we highlight, but we find a sharp contrast in current practice depending on the underlying identification strategy. When the baseline identification strategy is difference-in-differences (DID) or regression discontinuity (RD), researchers tend to correctly specify the heterogeneity analysis. In contrast, we find that in other specifications that rely on conditional exogeneity – henceforth referred to as “standard regressions” – 86% neglect to control for X*H. In our literature review, “standard regressions” make up more than 40% of all reduced form papers and are more than twice as common as DID papers.

Though applied researchers often overlook the source of omitted variable bias we highlight, analytically it is no different from more commonly recognized sources of omitted variable bias. Consequently, we see our paper as contributing to applied fields as opposed to econometric theory. In this regard, we view our study as similar in spirit to Bertrand, Duflo, and Mullainaithan (2004). In that paper, the authors argue that a “well understood” econometric problem (serial correlation) has been “largely ignored by researchers using [difference-in-differences] estimation” and has the potential to significantly alter research conclusions. Similarly, there is an existing literature studying biases arising from non-additive models (e.g.

---

2 In traditional DID analysis, the X vector includes the “ever treated” and “post” controls and the interaction term “ever treated*post” is the “T” variable. Correct heterogeneity analysis according to H would add H*T, H*“ever treated” and H*post. Incorrect heterogeneity analysis would add only H*T. None of the studies we review use DIDID or RK designs.

3 We can think of no theoretical justification for this difference. We speculate that one potential factor might be that many researchers (including ourselves) often think of RD/DID designs in a different, more visual way. For DID, another possible explanation is that heterogeneity analysis uses a specification equivalent to a triple difference design and omitting X*H controls would be equivalent to failing to control for the complete set of two-way interactions. Researchers may be less likely to omit these two-way interactions given that the correct specification for triple difference designs is well known.
Gibbons, Suárez Serrato, and Urbancic, 2019; Balli and Sørensen, 2013; Giesselmann and Schmidt-Catran, 2018) but the OVB we highlight continues to be overlooked in empirical work.

Our study also relates to the recent literature on treatment effect heterogeneity more broadly, much of it relating to the implications in difference-in-differences models (Borusyak and Jaravel, 2017; Callaway and Sant’Anna, 2020; Goldsmith-Pinkham, Hull, and Kolesar, 2021; Goodman-Bacon, 2021; Muralidharan, Romero and Wüthrich, 2021; Sloczynski, 2020; Sun and Abraham, 2021). A key theme from this literature is that unmodelled treatment effect heterogeneity has the potential to bias estimated average treatment effects. More generally, any form of unmodelled non-linearity in the controls has the potential to introduce bias. In our replications, we do not attempt to address all of these potential issues, nor do we probe the validity of other assumptions implicit in the authors’ original models. Instead, as in other papers that illustrate issues in empirical practice, we take the authors’ preferred model as given and just assess how the estimates of that model are affected by the inclusion of the X*H variables that are our focus. Accounting for the full scope of heterogeneity may be further consequential, but the purpose of our article is to make a simple point that has the potential to impact empirical practice and research conclusions.

To the best of our knowledge, ours is the first paper to document the prevalence of this misspecification in the literature and to systematically assess its empirical relevance. We start by presenting motivating results from a simple simulation to provide intuition regarding when biases will arise. In the simulation, we set the true causal effect of T*H to equal zero and assess the bias in the estimated effect of T*H. We demonstrate that the bias from omitting the X*H

---

4 A separate concern, raised in Athey and Imbens (2017) in the context of experimental analyses, is that controlling additively for binary covariates that partition the population without including interactions between these covariates and an indicator for treatment will introduce finite sample bias in the estimation of average treatment effects.
control is statistically distinguishable from zero for a wide range of parameter values characterizing (1) the correlation between X and T, and (2) the causal effect of X*H. Specifically, in contexts where corr(X,T) ≠ 0 and there is a non-zero causal effect of X*H, we reject the null of the effect of T*H equaling zero 98% of the time.

Next, we replicate over 200 estimates from recently published articles in the AER and employ four complementary metrics to assess the empirical importance of controlling for X*H when analyzing treatment effect heterogeneity. First, we test whether X*H belongs in the model, i.e., whether the effect of X on Y varies according to H, which is a necessary but not sufficient condition for misspecification from omitting X*H. In the average paper, we reject the joint null that the effect of X*H is zero for 87% of specifications at the 5% level.

Second, we use seemingly unrelated regression to test whether controlling for X*H leads to a statistically significant change in the estimated effect of T*H, the treatment effect heterogeneity parameter of interest. We refer to the change in the T*H coefficient across the models with and without X*H controls as the “estimated bias”. We find that this estimated bias is statistically significant at the 5% level approximately 30% of the time, regardless of whether we treat estimates or papers as the unit of observation. This rejection rate is far higher than would be expected by chance, suggesting that the coefficient changes we identify are unlikely to be explained by statistical noise alone.

Although this testing confirms the presence of statistically detectable bias, the test results could be driven by small but precisely estimated changes in coefficient magnitudes that do not alter qualitative conclusions. Alternatively, even in cases where we fail to reject that coefficient

---

5 For convenience, we occasionally use the term “bias” rather than “estimated bias” to refer to the difference in estimates derived from a model that omits X*H versus a model that controls for these interactions. Naturally, there is uncertainty regarding the true bias, both because of sampling variation in the preferred model and because there may be other biases that are not accounted for in either the original or our preferred model.
estimates are unchanged, it is possible that sizable changes in magnitudes and/or significance levels occur which meaningfully affect the interpretation of findings. For instance, if the inclusion of X*H controls changes an estimate from 0.2 (0.08) to 0.05 (0.1), one would be hesitant to conclude that the findings are indicative of a robust, 0.2 treatment effect, even if the two estimates are not statistically distinguishable from each other. As such, our third approach describes the magnitude of coefficient changes from controlling for X*H.

We begin by comparing the estimated bias to the standard error of the naïve estimate. This represents a natural bridge between our analyses of bias precision and magnitude, allowing us to assess whether biases are large only where initial estimates are imprecise. We find that regardless of whether the unit of observation is the estimate or the paper, in approximately 60% of cases the absolute value of the estimated bias is larger than the standard error of the naïve estimate. When we quantify the estimated bias in percentage terms, we find similarly striking results. Failing to account for the omitted variables changes the T*H estimate by more than 100% in roughly half of the cases in our sample, whether estimates or papers are treated as the unit of observation. Furthermore, the omission of X*H leads to extreme bias in a significant share of papers: 35% of papers have at least a quarter of their estimates biased by 300% or more.

Finally, we examine whether coefficient signs and significance levels are sensitive to the inclusion of X*H controls. Though this approach is more coarse than considering the precise magnitudes of estimate changes, the statistical significance and sign of each estimate is particularly relevant for thinking about how researchers and policymakers are likely to interpret research conclusions. We find that the statistical significance and sign of estimates are often sensitive to controlling for X*H. Among estimates that were statistically significant in the original paper, accounting for the omitted variables changes the sign or significance (at the 5%
level) of 79% of the estimates. This lack of robustness to controlling for X*H partly reflects that standard errors tend to rise when controlling for X*H, but we provide several pieces of evidence suggesting that the increase in standard errors is not a key driver of the sensitivity.

Taken together, our findings demonstrate that a simple source of misspecification that occurs regularly in economics research has the potential to bias estimates and influence research conclusions. Fortunately, the omitted variables that generate this bias are available to the researcher.  

II. Omitted variable bias in interacted models

To describe the omitted variable bias we study, consider the setting where treatment T is exogenous conditional on a set of controls X. The researcher is interested in how the effect of T varies with a covariate H and estimates what we term the naïve (interacted) model:

\[ Y = \beta T + \delta H + \lambda TH + \gamma X + \epsilon \]  

(1)

Though Equation (1) estimates treatment effect heterogeneity according to H, it omits X*H interactions (as we show is typical in the literature). A fully interacted model would instead appear as follows:

\[ Y = \tilde{\beta} T + \tilde{\delta} H + \tilde{\lambda} TH + \tilde{\gamma} X + \pi X H + \bar{\epsilon} \]  

(2)

The key question is whether X*H belongs in the model (i.e., whether the effect of X on Y varies according to H). Whether X*H belongs in the model is necessarily context specific and likely

---

6 Adding X*H controls may come at a cost with respect to statistical power. Researchers generally err on the side of controlling for potential confounders even when doing so may reduce power and we believe that this approach is just as appropriate with omitted interactions as it is with omitted main effects. None of the articles we reviewed argued that X*H controls should be omitted based on power considerations. We provide additional discussion in the “Power considerations and conclusion” section.

7 If X*H were uncorrelated with T*H (after removing the linear effects of X, H and T), this would also provide justification for excluding X*H from the model. It is straightforward for researchers to directly assess whether this condition holds in their specific study context. For our purposes, it is sufficient to provide counterexamples to show that it does not generally hold. Define $\bar{X} H$ and $\bar{T} H$ to be the residuals from regressing X*H and T*H on X, H, and T.
needs to be assessed empirically as we suspect that there are few cases where the researcher can confidently exclude it based on theoretical considerations.

When H is binary, it is informative to compare the naïve model (Equation 1) to the split-sample approach, whereby, instead of using interaction terms, the researcher could estimate the following two regressions and compute the difference ($\beta_1 - \beta_2$).

\[
Y = \beta_1 T + \gamma_1 X + \epsilon_1 \text{ if } H = 1 \tag{3}
\]
\[
Y = \beta_2 T + \gamma_2 X + \epsilon_2 \text{ if } H = 0 \tag{4}
\]

We view the split-sample approach to be a useful benchmark as it literally shows the difference in the effect of T for H=1 versus H=0 samples. Equation (2) is equivalent to the split-sample approach since it relaxes the Equation (1) constraint that $\gamma_1 = \gamma_2$. When H is continuous, the split-sample approach is not possible, but analogous reasoning implies that X*H interactions should be included. As such, even in cases where H is continuous, we use the term “naïve model” to refer to Equation (1) and the term “split-sample model” to refer to Equation (2), which includes the vector X*H.

It is rarely possible to estimate fully flexible, fully interacted models and so functional form assumptions are generally necessary. In theory, one could assess the consequences from relaxing several other parametric assumptions imposed by the “naïve model” in Equation (1) – for instance, allowing the individual covariates within the vector X to be interacted with each other – so why do we focus on whether $\gamma_1 = \gamma_2$? Our focus on this particular assumption is

\begin{itemize}
\item It is possible for $\vec{X}H$ to be uncorrelated with $\vec{T}H$, but only if X, H and T are all uncorrelated with each other or if various complex products of correlations cancel. Interestingly, there are also some special cases where $\vec{X}H$ and $\vec{T}H$ cannot be uncorrelated. In a derivation available upon request, we show that if H is strictly exogenous, but X and T are correlated (as is the case if T is exogenous only conditional on X), $\vec{X}H$ is necessarily correlated with $\vec{T}H$.
\item For continuous H, even the split-sample model is susceptible to omitted variable bias if there are non-linear interactions between H and the covariates.
\item Though “split-sample equivalent model” better characterizes Equation (2), we use the term “split-sample model” instead for conciseness.
\end{itemize}
motivated by its importance for understanding how the naïve model compares to split-sample models. When interpreting estimates from the naïve model in Equation (1) with binary $H$, it is common for researchers to present $\beta$ as the effect of $T$ for $H=0$ and $\beta + \lambda$ as the effect of $T$ for $H=1$. This interpretation is analogous to how one would interpret the results of separate estimates for the $H=0$ and $H=1$ samples, but the estimates are identical only when $X^*H$ is included, i.e., in the split-sample model. Considering how the naïve model is affected by the inclusion of $X^*H$ is thus precisely the check necessary to evaluate whether the interacted model yields results that are substantially different from those produced by models estimated separately in each subsample.

When the split-sample model and the naïve model yield different results, which estimates should be preferred? There is no definitive answer to this question as researchers must consider bias reduction versus potential efficiency loss. That said, the split-sample approach is typically simpler and the fact that it imposes fewer parametric assumptions make it a natural starting point. This is particularly clear when $\beta_1$ or $\beta_2$ are of direct interest. For example, suppose a researcher is interested in the effect of a treatment for boys and has a sample including boys and girls. One possible approach is to estimate the effect of the treatment for the sample of boys and simply exclude girls from the regression. A second possible approach is to pool the boys and girls and estimate the effect of $T$ and $T^*g$irls, where the coefficient on the main effect is the estimate for boys. If the two approaches yield different findings, the researcher would need to provide a clear justification for why the more complex interacted approach is preferred. When the question of interest is the gap between boys and girls, the reasoning is analogous and the split-sample model should be taken as the benchmark, with justification required to instead adopt the more parametric naïve model. This argument is key to interpreting divergent results from the split-sample and naïve, interacted approaches. Revisiting the example presented earlier, suppose that
the split-sample estimate is 0.05 (0.1), the naïve model yields an estimate of 0.2 (0.08), and the two estimates are not statistically distinguishable. A researcher faced with this set of estimates may argue for using the naïve model, but the burden of proof lies on that researcher to show that the required additional assumption that underpins this model is justified in their context. Our literature review suggests that the status quo in economics is to present the estimate from the naïve model with no discussion of the assumption behind this estimate and no consideration of the split-sample estimate.

### III. Illustrative example

For concreteness, we illustrate our point in the context of Gong, Lu and Song (2018), published in *Journal of Labor Economics*. This example is used because it is intuitive and has a clear justification for why treatment is as good as randomly assigned, but only conditional on a set of controls. It is important to note that we did not select this example randomly and the select results we present are not representative of those in the paper more broadly. As such, we are not aiming to generalize from this example in any way and we provide a systematic assessment of the empirical importance of the issue in Section V.

In Table 3 of Gong, Lu and Song (2018), the authors investigate whether teacher gender has a differential effect on boys’ versus girls’ test scores and self-assessed performance. They estimate these effects in a setting where teachers are randomly assigned to students within school-grade-subjects so that the conditional independence assumption is plausibly satisfied within these blocks. The main estimating equation is

\[ Y_i = \beta T_i + \delta H_i + \lambda T_i H_i + \gamma X_i + \epsilon_i \] (5)
where $Y_i$ is test score (either Chinese, Math or English), $T_i$ represents teacher gender, $H_i$ is student gender and $X_i$ is a vector of controls that includes student covariates, subject fixed effects and school-grade fixed effects.

Gong, Lu and Song (2018) carefully assess the possibility that omitted variables are correlated with assignment to a female teacher ($T_i$), but once they establish that $T_i$ is plausibly random controlling for $X_i$, they do not further assess the exogeneity of the interaction term, $T^*H$. The key question for us is whether $X^*H$ belongs in this model, i.e., do the effects of the controls vary by student gender?\footnote{Gong, Lu, and Song (2018) fits the special case mentioned near the end of footnote 7 where $T^*H$ is necessarily correlated with $X^*H$ because $T$ and $X$ are correlated and $H$ is approximately uncorrelated with both $T$ and $X$.} Though the effects of several of the $X$ controls could potentially vary by student gender, it seems particularly likely that the coefficients on the subject fixed effects will vary by student gender since girls typically outperform boys in language skills but usually perform worse in math. In this case, a model that does not allow the subject fixed effects to vary by student gender would yield biased estimates.

To illustrate how this bias manifests in practice, in Panel A of Table 1 we replicate the Gong, Lu and Song (2018) analysis of test scores and self-assessed subject performance (Table 3 from their paper). Columns 1 and 2 show the original results that exclude $X^*H$ interactions. For both test scores and self-assessed performance, the results suggest that boys perform worse when assigned to a female teacher and girls perform substantially better when assigned to a female teacher. For self-assessment, in particular, the negative effect for boys is quite large at -0.125 standard deviations and the interaction estimate of 0.289 suggests that girls benefit by 0.164 standard deviations from assignment to a female teacher. When we estimate separate models for boys and girls, however, the magnitudes are quite different. For boys, female teachers only decrease self-assessed performance by an insignificant 0.018 and for girls, female teachers
increase self-assessed performance by only 0.056. Thus, the difference in the estimated effect of a female teacher is only $0.056 - (-0.018) = 0.074$ in contrast to the original estimate of 0.289.

Columns 3 and 4 of Panel A, Table 1 show the split-sample model estimates that control for $X*H$ interactions. These models mechanically match the separate estimates by subgroup. Though the qualitative story is broadly consistent with the original findings, the magnitudes are quite different when $X*H$ is included in the model versus not, and these differences are statistically significant.

In Panel B of Table 1, we replicate a variety of non-cognitive outcomes from Gong, Lu, and Song (Table 4 in their paper). The first 4 columns show the original estimates, and the last 4 columns show the split-sample model versions. We reject the null hypothesis that coefficients are unchanged by the inclusion of $X*H$ controls for all but the “pessimistic” outcome. Moreover, the non-cognitive estimates appear to be quite sensitive with some estimates even changing sign. Naturally, the sensitivity of the estimates is context-specific, so it is important not to generalize from this assessment. That said, the Gong, Lu, and Song (2018) example establishes that it is possible for the omitted variable bias to be empirically important and motivates our systematic replication exercise.

**IV. Simulation**

Before turning to the literature review and replication exercise, we present results from a simple simulation to demonstrate that, even in the absence of any treatment effect heterogeneity, naïve models (that omit $X*H$ controls) can produce biased conclusions regarding the causal effect of $T*H$ for a wide range of parameter values. To conduct this simulation, we begin with public-use Current Population Survey (CPS) data on earnings and education from 2021. Earnings is our
outcome variable (Y), and education is the treatment variable (T). To ensure that there are in truth no treatment effect interactions, we construct a random variable (H). We are interested in the coefficient on the interaction term T*H.

To produce simulation results, we construct an X variable and examine how the estimated effect of T*H changes depending on the parametrization of X. First, we vary the correlation between X and education (T) from 0 to 0.5 in increments of 0.1. Second, we vary the actual causal effect of X*H from 0 to 0.5 in increments of 0.1. We generate causal effects of the desired magnitude in the simulation by replacing actual earnings with the sum of true earnings plus X*H multiplied by the assumed coefficient on X*H. Importantly, in all iterations, the true coefficient on the interaction T*H is set to equal zero. For each set of parameter values, we conduct 1000 simulations, each time testing whether the coefficient on the interaction term T*H is statistically distinguishable from zero.

The simulation results follow the standard omitted variable bias intuition. In cases where we set either corr(X,T)=0 or the causal effect of X*H to be zero, we generally fail to reject the null hypothesis of no treatment effect heterogeneity (T*H) and the rejection rate is consistent with random chance. In contrast, in contexts where corr(X,T)≠0 and there is a causal, non-zero effect of X*H, we reject the null of no treatment effect heterogeneity (T*H) 98% of the time. Even for the smallest included non-zero grid values, corresponding to corr(X,T)=0.1 and a 0.1 causal effect of X*H on Y, we continue to reject this null in 70% of iterations.11 A heatmap showing the estimated effect of T*H is shown in Appendix Figure A1 and it confirms that biases are increasing with both corr(X,T) and the magnitude of the causal effect of X*H on Y.

11 Note that this simulation makes several simplifying assumptions such as imposing a linear relationship between X*H and Y, and constructing H to be mechanically orthogonal to all other includes variables. While relaxing these assumptions complicates the simulation exercise, the qualitative takeaways based on the simulation are unchanged.
V. Use of interaction terms in recent AER articles

We conduct a literature review and replication exercise to answer the following three questions:

**Question 1:** How often do researchers use interaction terms to study treatment effect heterogeneity in a context where treatment is only conditionally exogenous? In other words, how common is the context where the misspecification we highlight might apply?

**Question 2:** In papers that fit our context, how often are the $X*H$ interactions omitted?

**Question 3:** In papers where the interacted model omits $X*H$ interactions, how often is the omitted variable bias empirically important?

We answer these questions by performing two complementary searches of articles in the *American Economic Review*. Our primary search is a keyword search on 5 years (2015-2019) of AER publications with the goal of identifying articles that fit our context and have publicly available data that permits replication.\(^{12}\) This keyword search identifies a set of 21 replicable articles. We complement the keyword search by performing a manual review of articles published during the first year of our sample period (2015).\(^{13}\)

For the keyword search, we start by searching for articles published in AER from 2015-2019 that include the phrase “interaction term” along with some related phrases (details on the exact search are in Appendix B). Of the 145 articles that match our search terms, 62 have publicly available data and programs. Our keyword search yields many false positives because researchers often use our search terms in other contexts (e.g., theory). To eliminate false positives, we read the 62 articles that match our search terms and have replication files available.

\(^{12}\) Though papers with publicly available data are not likely to be a random subset, there is no reason to expect that the bias in these studies would be unusual.

\(^{13}\) We focus on one year because it is time-consuming to manually examine every article and our goal is only to provide a general sense of prevalence.
Of the 62 articles, 21 use interaction terms to conduct heterogeneity analysis in a context where treatment is only conditionally exogenous.\textsuperscript{14}

The keyword search is unlikely to identify the universe of relevant articles so it cannot be used to evaluate the prevalence of our context (Question 1). Relatedly, if articles that correctly include X*H are less likely to use the phrase “interaction term,” judging Question (2) solely based on the keyword search would overstate the fraction of articles that omit X*H.\textsuperscript{15} The limitations of the keyword search motivate our manual search, where we reviewed all 112 articles published in 2015 to identify the field and approach associated with each article. The manual review is useful for answering Questions (1) and (2) because it does not rely on keyword matches, and it provides a more nuanced characterization of the prevalence of our context by describing the universe of papers published in 2015. In practice, our conclusions regarding Question (2) are similar whether we use the manual search or the keyword search.

**Question 1: How common is our context?**

We assess the frequency of our context using the manual review of 2015, which begins with the universe of 112 full-length articles that were not comments or replies. Of the 112 articles published in 2015, 37 are pure theory papers and 3 are purely descriptive. Our concerns are also not directly relevant for the 31 papers that use structural or time-series approaches. Of the 41 papers that use reduced-form style regression models, 17 use standard regression analyses of the form described in Equation (1) where there is a treatment variable T, that is argued to be exogenous conditional on a set of covariates X.\textsuperscript{16} An additional 10 articles use DID or RD

\textsuperscript{14} Appendix B provides a detailed breakdown of the false positives.

\textsuperscript{15} This is plausible because articles that present separate analyses by subsample may use interaction terms to statistically test for differences across subsamples without ever using a phrase like “interaction term.” Such analyses correctly account for X*H and would be missed by our keyword search.

\textsuperscript{16} Categorizing “standard regression” designs is somewhat subjective as some models are in the spirit of DID, but use a continuous treatment or deviate slightly from DID in other ways. We follow the original authors’ presentation.
designs and the remaining 14 are lab or field experiments where treatment is typically unconditionally exogenous.

Of the 10 articles that use DID or RD, 5 study treatment effect heterogeneity using interactions and one of the RD articles shows specifications using separate subsamples but does not conduct statistical testing across subsamples. We count the 5 articles that statistically test for heterogeneity as fitting our context. Of the 17 articles that use standard regression, 14 study heterogeneity using interactions and none of the papers estimate split sample models. Putting this all together, we identify 14 articles that use interaction terms to study heterogeneity in a standard regression context and an additional 5 articles that use interaction terms to study heterogeneity in a DID or RD context.

The 14 articles that use standard regressions make up 13% (14/112) of all articles published, 19% (14/72) of articles excluding pure theory and descriptive papers, and 34% (14/41) of reduced-form style papers. Adding in the DID and RD papers, 46% (19/41) of the reduced form papers are from contexts where treatment is only conditionally random and treatment heterogeneity is tested using interaction terms. As a point of comparison, the number of articles that use interactions in a standard regression where treatment is only conditionally exogenous is 14, which is the same as the total number of randomized experiments and larger than the total number of articles using DID or RD designs.

**Question 2: In papers that fit our context, how often are X*H interactions omitted?**

The manual search identifies 14 articles that use standard regression and 5 papers that use DID or RD to investigate treatment effect heterogeneity. Of the 14 standard regression articles, only 2 articles control for X*H interactions whereas 12 do not. In 4 of the 5 papers that use DID or RD to classify papers. Though separately analyzing “standard regression” and DID/RD designs reveals an interesting difference in current practice, the distinction is not vital to the main conclusions of our study.
designs to study treatment effect heterogeneity, the authors control for X*H interactions. Given that analytically there is no difference between the standard regression and DID/RD contexts, it is striking that 80% of the RD/DID papers include the necessary interactions but only 14% of the standard heterogeneity analysis papers include these interactions.

**Question 3: How consequential is the omission of X*H?**

To evaluate the implications of the potential misspecification from omitting X*H controls, we require a set of papers that neglected to control for X*H interactions and have publicly available data and replication files. Of the 21 articles identified from the keyword search, one is a special case where the vector of covariates X subsumes the relevant H variable. An additional 2 articles control for X*H interactions. These articles thus have no interacted omitted variable bias to contend with. For the remaining 18 articles, we replicate the models and assess the extent of bias in the estimated effect of T*H from omitting the X*H interactions. In one article that uses interaction terms in an IV analysis, adding the X*H controls makes it so the instrument is no longer relevant in the first stage. We exclude this paper from our description of coefficient bias since without a first stage, it makes little sense to examine the IV estimates. With this exclusion, we end up with a total of 17 articles in our replication sample that we use to characterize the consequences of omitting X*H.

Within these 17 papers, we focus on interaction terms that are intended to characterize treatment effect heterogeneity as opposed to interactions that control for potential confounders. We generally replicate each heterogeneous treatment effect estimate in a paper because there is typically no clear ranking of the most important source of heterogeneity. That said, we make

---

17 In general, if X subsumes H then X*H is equivalent to X. As an example, if a study is interested in whether class size has a different effect in rural vs urban areas, school fixed effects are the same as school-by-urbanicity fixed effects. In a split-sample model, each school appears in either the rural or urban sample.
exclusions to avoid specifications that are simply assessing robustness. For example, if a table showing coefficient stability includes multiple estimates of essentially the same parameter but with varying controls, we only include the author’s preferred specification for replication purposes. Relatedly, if an author shows robustness to various ways of measuring the same outcome (e.g. binary or continuous), we include just the author’s preferred metric. If the author does not explicitly identify a preferred specification, we try to infer the preferred specification based on subsequent analyses or which specification results they discuss most extensively in the text.

We generally replicate the author’s specifications as given, but in a small number of cases, we make modifications for convenience. In two cases, the original paper used a non-linear model (e.g. probit) for some specifications, and we replicate these specifications using a linear model and assess the degree of bias from omitting X*H in the linear model. In two other cases, the original paper used complex standard errors (e.g. spatial clustering), and because this complicates statistical testing across models, we replicate these specifications using simpler clustered standard errors. In all of these cases, when we modify the original specification in any way, we apply the modification to both the original and the split-sample model specifications. None of these modifications made to the original specifications drive our overall findings; if we restrict the analysis to only specifications where the original result is reproduced exactly, 63% of

---

18 We estimate linear models because most estimates we replicate are derived from linear models and the marginal effects from the linear models are generally very similar to the marginal effects from the non-linear models. Though not reported, we have verified that when the linear model estimates are sensitive to the exclusion of X*H, the non-linear estimates are also sensitive to their exclusion.

19 In two additional cases, the original paper used Stata’s `xtreg` command whereas we used Stata’s `reg` command, leading to larger standard errors. The `xtreg` command makes a different degrees of freedom adjustment for the absorbed fixed effects than for the non-absorbed controls, which is less clearly justified when the fixed effects are interacted with H in the split-sample model. If we use `xtreg` for both specifications, we would have a larger number of cases where statistically significant naïve estimates become insignificant in the split-sample model.
papers have median bias of 100% or more, whereas this figure is 59% for our full replication sample.

Other than the aforementioned exceptions, we include all interaction term estimates from the 17 papers in our replication sample, resulting in a total of 205 estimates. Table A1 lists the 17 included papers and identifies the number of estimates included from each paper. As can be seen from Table A1, the number of estimates varies substantially by paper (from 2 to 52). Since estimate sensitivity may not be independent within a paper, we present both results where each estimate counts equally and results where each paper counts equally.

We employ four complementary approaches to empirically assess the implications of the omission of X*H controls for the 205 estimates derived from the 17 papers in our replication sample. First, we statistically test whether X*H belongs in the model. Second, we statistically test whether the naïve estimated effect of T*H differs from the split-sample estimate of T*H, i.e., whether the estimated bias is statistically different from zero. Third, we describe the distribution of the magnitude of this estimated bias for the 205 estimates by providing summary measures at both the paper and estimate level. Finally, we assess whether the statistical significance and sign of the estimates from the original paper would have been different had the authors used a split-sample model. Because each approach has differing strengths and weaknesses, the findings from the four approaches are best taken as a whole.

*First approach: Statistically testing whether X*H belongs in the model*

As a first step towards assessing the potential misspecification from the omission of X*H, we test whether X*H belongs in the model, i.e., whether the effect of X on Y varies according to H. This is a necessary but not sufficient condition for misspecification. Specifically, for each of the 205 specifications in our replication sample, we statistically test whether the coefficient vector,
π, in Equation (2) is different from zero. In the average paper, we reject the joint null that X*H=0 for 87% of specifications at the 5% level. At the estimate level, we reject this joint null in 88% of cases.

Second approach: Statistically testing the naïve versus split-sample estimates

We use seemingly unrelated regression to test whether the estimated effect of T*H in each naïve model is statistically different from the estimated effect in the corresponding split-sample model, or equivalently whether the estimated bias is statistically different from zero. We are only able to estimate the seemingly unrelated regression for 182 of the 205 estimates, because the joint covariance-variance matrix of the remaining 23 specifications is too sparse. For the 182 estimates that we are able to test, 27.5% of the split-sample estimates are statistically distinguishable (at the 5% level) from the naïve estimates. Correspondingly, in the average paper in our sample, 31% of the split-sample estimates are statistically distinguishable from the naïve estimates. These rejection rates are far higher than would be expected by chance. If we restrict attention to the estimates that were statistically significant at the 5% level in the original paper, we find that 40% are statistically distinguishable from the naïve estimates. Importantly, our goal is to assess whether omitting X*H can be important, not to demonstrate that it is always important. The rate of rejection here far exceeds this proof-of-concept benchmark.

Though statistically testing the change in the coefficient is a useful starting point, we would not want to judge the importance of omitting X*H based on this criterion alone because it provides no information on the magnitude of the omitted variable bias. Depending on the level of power, it may be possible to statistically distinguish between estimates that are not meaningfully

20 In these 23 specifications, the naïve and split-sample models can each be estimated with standard errors, but the data is too sparse to estimate the covariance between the two models.

21 The higher rejection rate reflects the fact that estimates that are more precise in the original paper are more likely to be statistically different from the split-sample estimate because of power.
different, or there may be a large change in the estimate that is not statistically significant. Judging bias solely based on the statistical test would lead to the spurious conclusion that omitted variable bias tends to be unimportant in contexts with less power. Of course, even for the cases where the researcher fails to reject the hypothesis that the split-sample estimate is identical to the naïve estimate, it does not follow that the naïve estimate should be treated as the preferred estimate or taken as unbiased.

No single metric can perfectly capture whether estimate sensitivity is large enough to be concerning, and assessing this requires a degree of judgement based on a combination of coefficient movement, statistical significance, standard error movement, ex-ante theory and other context-specific considerations. For example, if the split-sample and naïve estimates are quite different from each other, this suggests that the original results are not robust to controlling for $X^*H$, but if the standard error on the split-sample estimate is sufficiently large, the naïve estimate might still be preferrable and the lack of robustness potentially discounted. That said, a large proportional increase in the standard error does not have to lead to an uninformative estimate. For example, the third largest percent change in standard errors we observe in the replications is a situation where the naïve estimate is 0.0026 (0.0012) and the split-sample estimate is -0.036 (0.0071).

*Third approach: Describing the magnitude of the estimated bias*

Ultimately, for a researcher trying to bolster the credibility of their findings, showing that one estimate is statistically indistinguishable from another estimate based on an alternative model is less valuable than showing that the estimated coefficients are similar across the two models. Therefore, we also consider how the estimated effect of $T^*H$ differs across the naïve and split-sample models. Substantial changes in estimate values might lead to differences in research
conclusions. This has implications for future scholarly work and policy recommendations, and it is useful to know whether the researchers would have made the same policy recommendations had they estimated a split-sample model instead of the naïve model.22

A key challenge in describing the magnitude of the estimated bias is that the coefficient and therefore, the bias, is measured in different units in different contexts making it hard to summarize. The best way to judge the severity of bias is on an individual basis with a full understanding of the context and the units of T, H and Y. However, this sort of case-by-case analysis does not lend itself to summary.23 Therefore, we quantify the magnitude of the bias using three approaches that allow for a comparison across the 205 estimates in our replication sample: we assess how often the naïve and split-sample estimates differ by more than the standard error of the naïve estimate, we describe the magnitude of the estimated bias in percentage terms, and we describe the magnitude of the bias in standardized units.

We start quantifying the magnitude of the bias from the omission of X*H controls by comparing the estimated bias to the standard error of the naïve estimate. This represents a natural bridge between our analyses of bias precision and magnitude since comparing biases to naïve standard errors allows us to assess how magnitudes covary with the precision of the naïve estimates. This also allows us to assuage the concern that the large percentage-wise bias magnitudes we subsequently document are driven by particularly imprecise estimates. The standard error also represents a natural benchmark for researchers concerned about minimizing mean squared error, which entails balancing the bias and variance of potential estimators. For

22 A related consideration is whether the authors interpret the coefficient on T*H as the effect of T*H which can include alternative factors including X*H, or if they interpret the coefficient on T*H as the standalone effect of T*H while holding fixed other factors such as X*H. We find that all of the papers in our replication sample interpret the coefficient on T*H as the standalone effect of T*H.

23 For example, if researchers are estimating a parameter that characterizes returns to scale, an estimate of 0.9 might have very different implications than an estimate of 1.1, but in other contexts, 0.9 and 1.1 estimates might have roughly the same implications.
56% of the estimates we replicate, we find that the absolute value of the estimated bias is larger than the standard error of the naïve estimate; the bootstrapped standard error around this share is 3.1%. At the paper level, we find that the absolute value of the estimated bias exceeds the standard error of the naïve estimate 62% of the time. For researchers who view the standard error as a natural threshold for assessing whether biases are large or of first-order importance, this result demonstrates that such biases are quite commonplace in our replication sample.

Next, we calculate the percent change from the split-sample estimate to the naïve estimate. In panel A of Figure 1, we present a histogram of the bias in percentage terms across the 205 estimates, capping the bias at +/- 200% to prevent the scale from being distorted by particularly large biases. Applied researchers are often more concerned with biases that move estimates away from zero or alter the sign of estimates, so we highlight these cases. The red shaded region shows the 103 instances (51% of the total) where the naïve estimate is larger than the split-sample estimate and of the same sign. The green shaded region shows the 47 instances (23% of the total) where the bias is more extreme than -100% and the sign therefore differs between the naïve and split-sample estimates. The blue shaded region shows the 55 instances (27% of the total) where the naïve estimate is smaller in absolute value than the split-sample estimate and of the same sign.

The key takeaway from panel A of Figure 1 is that relatively few estimates have small biases in percentage terms. Only 28 (14%) of the naïve estimates are within +/-20% of the split-sample estimate and only 60 (29%) of the naïve estimates are within +/-50% of the split-sample estimate. For 100 (49%) of the estimates, the bias is more than +/-100%. The bars corresponding

---

24 We construct percent changes relative to the split-sample benchmark because we prefer to define the bias in terms of the ratio \( \frac{\text{estimated bias}}{\text{preferred estimate}} \) rather than defining it in terms of the ratio \( \frac{\text{estimated bias}}{\text{preferred estimate} + \text{estimated bias}} \).
to biases larger than +/-200% represent more than 30% of the sample. Though not shown in panel A, 22% of the estimates have biases larger than +/-300% of the split-sample estimates.\textsuperscript{25}

One concern with reporting bias in percentage terms is that large percentage changes may be inconsequential for statistically insignificant estimates. In particular, if both the naïve and split-sample estimates are statistically insignificant, a large percentage change may not alter the qualitative interpretation of the result. To assess whether the large biases shown in panel A are driven by insignificant estimates, in panel B of Figure 1 we show the same histogram split according to whether the estimate from the original paper was statistically significant at the 5% level. This figure illustrates that the distribution of bias is similar for these two types of estimates, though the bias is somewhat more extreme for estimates that were originally significant. Of the 91 estimates that were originally statistically significant, 50 (55%) have biases larger than +/-100%.

Table 2 summarizes key points from the distributions shown in Figure 1 at the estimate level and at the paper level, providing a more direct way to assess how the takeaways vary depending on whether each estimate is given equal weight or each paper is given equal weight.\textsuperscript{26} Column 1 shows the distribution of bias for all estimates whereas column 2 shows the distribution of bias for the 91 naïve estimates that were statistically significant in the original paper. Columns 3 and 4 show paper-level versions of columns 1 and 2. In column 4, we include only the 91 estimates that were significant in the original papers and then collapse to the paper level. Column 4 has one fewer paper than column 3 because one paper had no statistically

\textsuperscript{25} If we focus on only cases where the naïve and split-sample estimates are statistically distinguishable, the biases are more extreme as expected. For example, 81% have biases more than 100% and 58% have biases larger than 200%.

\textsuperscript{26} The paper-level measures are a weighted average of the individual estimates from the paper where the weights are equal to one over the number of included estimates from that paper. To aggregate outcomes such as “bias exceeds 100%”, we calculate the proportion of estimates that exceed the threshold within each paper and then average these proportions across all papers.
significant estimates. The paper-level results are broadly similar to the estimate-level results, but the estimated bias appears slightly less severe when assessed at the paper level. This suggests that estimates from papers that include more interactions (where interactions may be more central to the analysis) have slightly worse bias than estimates from papers that include fewer interactions.

Table 3 presents a more comprehensive characterization of the magnitude of the bias at the paper level. For a range of X and Y values, this table shows the fraction of papers where at least X% of estimates are biased by Y% or more. The summary statistics in this table show that the sensitivity of estimates to the misspecification we highlight is quite widespread and not limited to a few, outlying estimates in each paper. Importantly, we find that 59% of papers have at least 50% of estimates biased by 100% or more. Almost all – 94% of papers – have at least a quarter of estimates biased by at least 50%. The table also shows that there are few papers that have no instances of large bias: 71% of papers have at least 10% of the estimates biased by 300% or more.

As an alternative to describing the bias in percentage terms, we also examine the magnitude of the bias in standard deviation units. Panel A of Figure 2 presents a scatterplot comparing measured bias to the corresponding split-sample coefficient estimates, both in standard deviation units. If omitted variable bias were generally unimportant, panel A of Figure 2 would show data points clustering near 0, but the scatterplot shows many instances of biases that are large in standard deviation units, as well as large relative to the split-sample estimates. The shaded bands in panel A of Figure 2 highlight the 29% of estimates for which the bias is smaller

---

27 Though more readily interpretable than unstandardized coefficients, standardized coefficients are still not likely to be comparable across very different contexts. For example, a 0.01 standard deviation effect size is a small change in many settings, but a very large change if the outcome of interest is the level of GDP and the standard deviation is constructed from a sample that includes both rich and poor countries.
than 50% of the split-sample estimate. To facilitate examination of estimates near the origin, panel B of Figure 2 shows a magnified version of panel A, restricted to split-sample estimates that are smaller than 0.02 SD in magnitude. The basic pattern of findings is qualitatively similar.

Including additional controls has the potential to increase standard errors, and this raises two considerations. First, even if we have correctly rejected the null of no bias, it is possible that a researcher would prefer the biased naïve model if the split-sample model is sufficiently noisy to be uninformative. Second, if the split-sample model is noisy, it is possible that in some cases the difference between the split-sample and naïve model coefficients is driven by the noisiness of the split-sample model. Even if the true bias were zero, one would expect some estimated bias by chance and the magnitude of this spurious estimated bias is larger when standard errors are large.

To describe how standard errors differ across the split-sample and naïve models, Figure 3 presents a histogram of the ratio \( \frac{\text{naive SE}}{\text{ss SE}} \). The peak of the distribution is slightly below 1, suggesting that the standard error is somewhat larger for the split-sample model in the modal case. Forty-five percent of cases have a ratio of 0.8 or larger and 16% of cases have a standard error ratio larger than 1. Twenty percent of cases have a ratio smaller than 0.5, corresponding to a doubling or more of the standard error. As such, there is a non-trivial proportion of cases where standard errors rise sufficiently so that bias/variance tradeoffs may be relevant. In such cases, judging whether \( X^*H \) should be omitted requires careful consideration of context-specific factors such as ex-ante theory and the magnitude of the standard errors and point estimates. That said, there are also many cases where the change in standard error is sufficiently modest so that bias considerations are likely to dominate.

A key question for interpreting our results is the degree to which the large magnitudes of estimated bias reflect the larger standard errors in the split-sample model. It is worth noting that
we can definitively rule out the possibility that the difference in coefficients across split-sample and naïve models solely reflect noise. The statistical tests in the previous section reject no bias for 27% of the estimates (31% when averaged at the paper level). Furthermore, the shape of the bias histogram shown in Figure 1 is inconsistent with a pure noise explanation because it is not peaked at zero.28

Fourth approach: Comparing statistical significance and sign

For our final approach aimed at quantifying the ramifications of omitting the X*H controls, we consider how the statistical significance and sign of the naïve estimates compares with that of the split-sample estimates. Naturally, changes in statistical significance could be driven by random fluctuations, so this approach does not test whether the naïve model is biased and this is a crude summary of how estimates vary. Nevertheless, we add this additional assessment because it is common practice for researchers to emphasize statistically significant results so changes in statistical significance have implications for the takeaways drawn from research by those who use statistical significance as a relevant benchmark.

We categorize each coefficient coarsely into three categories (positive and significant at the 5% level, negative and significant at the 5% level, and insignificant at the 5% level) and compare the split-sample estimates to the naïve estimates that exclude X*H interactions. Panel A of Table 4 shows the results from this cross-tabulation. Forty-five of the original estimates were significant and negative, but only 15 of these estimates remain negative and significant after controlling for X*H. Forty-six estimates were originally significant and positive and only four of

---

28 We additionally verified that there are substantial estimated biases in cases where the standard errors do not get inflated. When we focus on cases where the T*H standard error is mostly unchanged from the inclusion of X*H, nearly 40% of specifications have estimated biases larger than 100%. Among specifications where the split-sample model standard error is smaller than the naïve standard error, 58% of specifications have estimated biases larger than 100%.
these estimates remain significant and positive after controlling for X*H. Of the 114 original estimates that were insignificant, 11 are statistically significant after controlling for X*H.29

The large drop in statistical significance shown in Panel A could be driven by changes in coefficients, standard errors, or both. In particular, since standard errors tend to be larger in the split-sample model, estimates may become insignificant primarily because standard errors typically rise. We show that standard errors do not drive the changes in statistical significance in Panel B, where we include the same point estimates for the coefficients as in Panel A, but we use the naïve (original) standard errors to determine statistical significance for the split-sample models. Thus, we hold the standard errors fixed so that the changes in Panel B (relative to the naïve models) are driven by coefficient movement only. Among the originally significant positive estimates and originally significant negative estimates, approximately 79% of the estimates change either their sign or significance in Panel A compared to 64% in Panel B. Panel B thus demonstrates that, even holding standard errors fixed, the split-sample models yield qualitatively different findings from the naïve models for the majority of estimates.

Though changes in the standard error cannot directly drive the changes in statistical significance in Panel B, it remains possible that they indirectly affect the observed sensitivity by increasing the noise of the split-sample estimate. In other words, the split-sample point estimate may differ from the naïve estimate, not because either is biased, but because the split-sample estimate is noisy.

To assess whether inflated standard errors explain the patterns shown in Table 4 specifically, we replicate Panel B of Table 4 for just the subset of cases where the split-sample

---

29 To assess whether the changes in significance are driven by substantively unimportant changes that happen to cross significance thresholds, in Appendix Figure A2, we plot the p-values from the split-sample model against the p-values from the naïve model. This figure shows no evidence that the results in Table 4 are driven by small changes in p-values that happen to cross the significance threshold.
model has smaller standard errors than the naïve model. In results not shown, for this subsample we find that in 92% of cases that were originally statistically significant, the split-sample estimate becomes insignificant due to coefficient movement alone. We view this last result as providing support for the conclusion that coefficient changes are not driven by decreasing precision since this analysis is restricted to cases where the split-sample model is more precise.  

VI. Power considerations and conclusion

Though not explicitly argued by any of the articles we reviewed, one reason for omitting X*H interactions is to potentially increase power. Some fields use diagnostics such as variance-inflation factors to help guide the bias-efficiency tradeoff, but economists generally rely more on theoretical considerations to determine which controls are important to include. If including X is well-motivated theoretically when studying the effect of T, then there is often theoretical justification for controlling for X*H when studying the effect of T*H. Though power differences across models should certainly be considered, our replications suggest that there are many cases with little power loss and large changes in the estimated coefficient. The reduction in standard errors from excluding X*H controls is less than 20% in forty-five percent of cases and of these, 42% have estimated biases larger than 100% of the split-sample estimate.

Because power and bias considerations are necessarily context-specific, we do not aim to provide universal guidance regarding whether X*H should be controlled for. That said, the process for determining whether to include X*H should be similar to the process that determines the X vector in the first place. Current practice frequently excludes all of the X*H interactions

---

30 It is worth emphasizing that focusing on cases where the standard error becomes smaller does not address the broader point that change in statistical significance could come from random fluctuations in the coefficient. The key point is that research conclusions would have differed had the researchers used the split-sample model, even for cases where the standard error is smaller in the split-sample model.
with no discussion, while including an extensive set of uninteracted covariates in X that have similar implications for power. We suspect that in many cases, it might be more prudent to control for some X*H interactions rather than additional X covariates, but thus far researchers have mostly not seriously considered the X*H controls because of a perception that they are of secondary importance.

The fact that controlling for X*H makes it equivalent to estimating separate models for H=1 vs H=0 is helpful for thinking through power considerations. For example, some might worry that in the Gong, Lu, and Song (2018) example, interacting every fixed effect with student gender leads to too many parameters and an unwieldly, noisy model. While there can certainly be power loss, estimating separate models for boys and girls allows fixed effects to vary across samples and therefore has the same number of parameters. Conceptually, it seems appealing to start with a model estimated separately for the two subgroups of interest, and then to ask whether there is theoretical justification to force some of the parameters to be the same in the interest of power.

Addressing the form of omitted variable bias we highlight is critical given its empirical implications. Fifty-nine percent of papers have at least half of their estimates biased by 100% or more. As a rough back-of-the-envelope exercise, combining our estimates from the manual review and keyword search suggests that these papers – where most of the treatment effect heterogeneity estimates are substantially biased – constitute approximately 7% of all articles published and 18% of reduced form articles.\textsuperscript{31} As such, substantively important biases are sufficiently common so that the omission of X*H interactions should not be taken lightly. To fully understand how concerning the omitted variable bias is requires a more nuanced

\footnote{\textsuperscript{31} This calculation assumes that the manual and keyword searches are representative of the same population.}
understanding of the contexts than our summary measures can provide. That said, taken as a whole, our results suggest that omitting X*H is often consequential.

Ultimately, the omitted variables we highlight are like any other and theoretical considerations that are context-specific need to guide decisions regarding their inclusion. Though excluding X*H may be reasonable in certain contexts, it requires justification. Given the extensive discussion of other potential biases present in most empirical work and the absence of discussion related to the inclusion of X*H terms, we suspect that the common practice of omitting these interactions may be a result of oversight rather than a carefully considered choice.
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Table 1: Gong et al. (2018) replication

Panel A: Cognitive outcomes

<table>
<thead>
<tr>
<th></th>
<th>Estimates from Gong et al.</th>
<th>Controlling for X*H interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Score</td>
<td>Self-Assessment</td>
</tr>
<tr>
<td>Fem Stud. X Fem Subj. Tch</td>
<td>0.183***</td>
<td>0.289***</td>
</tr>
<tr>
<td></td>
<td>(0.0518)</td>
<td>(0.0444)</td>
</tr>
<tr>
<td>Female Subject Teacher</td>
<td>-0.0357</td>
<td>-0.125***</td>
</tr>
<tr>
<td></td>
<td>(0.032)</td>
<td>(0.0292)</td>
</tr>
<tr>
<td>N</td>
<td>18202</td>
<td>18601</td>
</tr>
</tbody>
</table>

Panel B: Non-cognitive outcomes

<table>
<thead>
<tr>
<th></th>
<th>Estimates from Gong et al.</th>
<th>Estimates controlling for X*H interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Blue</td>
<td>Depressed</td>
</tr>
<tr>
<td>Fem Stud. X Fem Head Tch</td>
<td>-0.173***</td>
<td>-0.198***</td>
</tr>
<tr>
<td></td>
<td>(0.0604)</td>
<td>(0.0568)</td>
</tr>
<tr>
<td>Female Head Teacher</td>
<td>0.0233</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.0506)</td>
<td>(0.0616)</td>
</tr>
<tr>
<td>N</td>
<td>6895</td>
<td>6895</td>
</tr>
</tbody>
</table>

Notes: The first set of columns in each panel show the original specification from Gong et al. and the second set show the split-sample specification. The coefficient of interest is Female Teacher * Female Student, which is supposed to capture how the effect of teacher gender varies by student gender. All specifications also control for the main effect of student gender. The estimates from Gong et al. control for school-by-grade fixed effects, subject fixed effects and student observable characteristics. The estimates that control for X*H interact each of the original controls with student gender to make the specification equivalent to estimating separate models for boys and girls. Significance denoted by * p<0.1, ** p<0.05 *** p<0.01.
Table 2: Describing the magnitude of the estimated bias

<table>
<thead>
<tr>
<th>Naive estimate is more than</th>
<th>All estimates</th>
<th>Naive is significant</th>
<th>Paper level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive estimate is more than 20 percent off</td>
<td>0.863</td>
<td>0.857</td>
<td>0.839</td>
</tr>
<tr>
<td>Naive estimate is more than 30 percent off</td>
<td>0.800</td>
<td>0.791</td>
<td>0.774</td>
</tr>
<tr>
<td>Naive estimate is more than 50 percent off</td>
<td>0.707</td>
<td>0.714</td>
<td>0.709</td>
</tr>
<tr>
<td>Naive estimate is more than 70 percent off</td>
<td>0.615</td>
<td>0.648</td>
<td>0.627</td>
</tr>
<tr>
<td>Naive estimate is more than 100 percent off</td>
<td>0.488</td>
<td>0.549</td>
<td>0.487</td>
</tr>
<tr>
<td>Naive estimate is more than 200 percent off</td>
<td>0.317</td>
<td>0.396</td>
<td>0.275</td>
</tr>
<tr>
<td>Naive estimate is more than 300 percent off</td>
<td>0.224</td>
<td>0.308</td>
<td>0.215</td>
</tr>
<tr>
<td>Number of observations</td>
<td>205</td>
<td>91</td>
<td>17</td>
</tr>
</tbody>
</table>

Notes: Table 2 shows the distribution of bias at both the estimate and paper level. Each row shows the proportion of cases where the naïve estimate differs from the split-sample estimate by more than X%. Column 1 includes all 205 estimates. Column 2 focuses only on cases where the naïve estimate was statistically significant at the 5% level. Columns 3 and 4 are analogous, but estimates are weighted so that each paper contributes equally.
Table 3: Describing the magnitude of the estimated bias within each paper

<table>
<thead>
<tr>
<th>Y</th>
<th>X=10</th>
<th>X=25</th>
<th>X=50</th>
<th>X=75</th>
<th>X=90</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.706</td>
<td>0.412</td>
</tr>
<tr>
<td>30</td>
<td>1.000</td>
<td>1.000</td>
<td>0.824</td>
<td>0.706</td>
<td>0.353</td>
</tr>
<tr>
<td>50</td>
<td>1.000</td>
<td>0.941</td>
<td>0.765</td>
<td>0.529</td>
<td>0.294</td>
</tr>
<tr>
<td>70</td>
<td>0.941</td>
<td>0.941</td>
<td>0.765</td>
<td>0.412</td>
<td>0.118</td>
</tr>
<tr>
<td>100</td>
<td>0.882</td>
<td>0.824</td>
<td>0.588</td>
<td>0.118</td>
<td>0.059</td>
</tr>
<tr>
<td>200</td>
<td>0.765</td>
<td>0.529</td>
<td>0.235</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>300</td>
<td>0.706</td>
<td>0.353</td>
<td>0.118</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: Table 3 shows the fraction of papers that have various degrees of bias. Y defines the severity of bias and X defines the fraction of estimates in a paper that have this level of bias or worse. As an example, the table shows that 58.8% of papers have at least 50% of estimates biased by 100% or more.
Table 4: Sign and statistical significance of naïve versus split-sample estimates

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td>103</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>41</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>22</td>
<td>173</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>34</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>35</td>
<td>146</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Table 4 presents a cross-tabulation of the statistical significance (at the 5% level) and sign of the naïve estimates versus the split-sample estimates. For both the naïve and the split-sample estimates, we follow the original paper’s approach to constructing standard errors (for example, the level of clustering). In Panel B, both the naïve and the split-sample estimates are divided by the naïve standard errors in order to construct t-statistics and assess statistical significance.
Figure 1: Histogram of the magnitude of estimated bias in naïve model estimates

Panel A (all estimates combined)  Panel B (split by statistical significance of naïve estimate)

Notes: Figure 1 shows the distribution of the magnitude of the estimated bias in the naïve model estimates relative to the split-sample estimates. Estimated bias refers to the difference between the split-sample estimate and the naïve estimate divided by the split-sample estimate. The bias is capped at +/- 200% to prevent the scale from being distorted. A 100% bias corresponds to the case where the naïve estimate is twice the magnitude (in absolute value) of the split-sample estimate. A -200% bias corresponds to the case where the split-sample estimate and the naïve estimate have the same magnitudes and opposite signs. Panel A shows the distribution of the bias for all estimates combined. Panel B shows the distribution of the bias for estimates separately based on whether or not the naïve estimate is statistically significant at the 5% level.
Figure 2: Scatterplot of the magnitude of estimated bias versus the split-sample estimate

Panel A (bias in SD units)

Panel B (magnified version of panel A)

Notes: Figure 2 shows a scatter plot of the magnitude of the estimated bias in standard deviation units (along the vertical axis) versus the split-sample estimate in standard deviation units (along the horizontal axis). Panel B is identical to panel A except that the figure includes only split-sample estimates between -0.02 and 0.02. To avoid scale distortion, we exclude the 10 most extreme outliers (in terms of bias) from panel A.
Figure 3: Comparing the naïve standard error to split-sample standard error

Notes: Figure 3 shows a histogram of the ratio of the naïve standard error to the split-sample standard error for the T*H coefficient. Ratios larger than 1 correspond to cases where the split-sample standard error is smaller than the naïve standard error.
### Appendix Table A1: Papers and estimates included in replication sample

<table>
<thead>
<tr>
<th>Paper reference</th>
<th>Number of estimates</th>
<th>Number of statistically significant estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson (2018)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Bazzi et al. (2016)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Bobonis, Camara Fuertes and Schwabe (2016)</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Favara and Imbs (2015)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Frydman and Hilt (2017)</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Gertler et al. (2016)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Hsu, Matsa, and Melzer (2018)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Huang et al. (2017)</td>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>Jensen and Miller (2018)</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Kaur (2019)</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>Levinson (2016)</td>
<td>22</td>
<td>15</td>
</tr>
<tr>
<td>Markevich and Zhuravskaya (2018)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Qin, Strömberg, and Wu (2018)</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Rajan and Ramcharan (2015)</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Voena (2015)</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Xu (2018)</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>205</strong></td>
<td><strong>91</strong></td>
</tr>
</tbody>
</table>
Appendix Figure A1: Simulation results showing determinants of estimated bias on the T*H interaction term

Notes: This figure shows results from a simulation exercise to illustrate how the estimated bias in the effect of T*H varies with corr(X,T) (x-axis) and the causal effect of X*H on Y (y-axis). The simulation uses CPS data on earnings and education from 2021. Log earnings is the outcome variable (Y), education is the treatment variable (T), and we construct a random variable (H) to study the coefficient of interest on the interaction term T*H. The true effect of T*H is set to zero.
Appendix Figure A2: Comparing the naïve p-value to the split-sample p-value

Notes: This figure plots the p-values testing whether the coefficient on the interaction term T*H is zero. The x-axis gives the p-value for the naïve model that excludes X*H interactions and the y-axis gives the p-value from the split-sample model. The 2 red lines correspond to p-values of 0.05.
Appendix B: Search procedure

On April 22\textsuperscript{nd} of 2020, we performed a search of all articles published from 2015-2019 in the \textit{American Economic Review} using EBSCOhost to search “Academic Search Complete”.

The search aimed to identify articles that use interaction terms to study treatment effect heterogeneity in a setting where T is only conditionally exogenous.

To do this, we used EBSCOhost and performed a search with the following components.

- A match to any of the following
  - “interaction term*”
  - “interacted with”
  - “include* interactions”
  - “include* an interaction”
  - “include* the interaction”
  - “add* an interaction”
  - “add* interactions”
  - (equation* or table* or row* or column*) + W8 + interact*
    - The W8 operator specifies that the term “interact*” must be within 8 words of one of the terms in the parentheses. This search is intended to catch phrases such as “Column 3 includes an interaction between H and T”.
- Articles that do NOT match the following
  - “AEA RCT registry”
  - Abstract includes “field experiment”
  - Abstract includes “randomization”
  - Title is “Front matter”

The included terms are meant to identify articles that may be using interaction terms. We exclude articles that are likely randomized experiments because treatment is likely to be unconditionally exogenous in those settings and therefore does not match our context.

The exact search is:

\[
\text{((SO american economic review NOT (VI (97 OR 98 OR 99 OR 100 OR 101 OR 102 OR 103 OR 104 OR 105 OR 106 OR 107) AND IP 5))) NOT SO insights AND DT 2015-2019 AND TX ("interaction term*" OR "interacted with" OR "include* interactions" OR "include* an interaction" OR "include* the interaction" OR "add* an interaction" OR "add* interactions" OR ((equation* OR table* OR row* OR column*) W8 interact*) NOT TX "AEA RCT registry" NOT AB "field experiment" NOT AB randomization) NOT TI Front matter}
\]

Using the above search as a starting point, we manually identify 62 articles that have publicly available data and replication files. Of the 62 articles, 9 are based on randomized experiments.
and do not require controls. An additional 10 articles use interaction terms in a context such as a difference-in-differences or regression discontinuity model rather than studying treatment effect heterogeneity. An additional 9 articles use a phrase that happens to match our search, but do not actually use interaction terms in the analysis. 6 articles use interaction terms in a structural model. 4 articles use interaction terms but only for incidental controls. 1 article explores heterogeneity over time, but because they also include group-specific time trends in the preferred specification, there is no sensible split-sample analog of their specification. 2 articles only use interaction terms in an appendix and we exclude these because it is not central to their analysis. We are left with 21 papers that match our context.